




































































































































individual users must be encouraged to change their password regularly and 

supervisors should check that this requirement is not neglected at all. In 

order to that no unauthorised user can gain access to the network 

from remote locations, there should be a series of layers of passwords built 

into the systems. 

The most recent security devices incorporate such technologies as 

bio-metric identification devices relating to finger and eye genetic character

istics. 

Security on SWIFT 

SWIFT aims at protecting the network against unauthorised access and 

protects traffic against loss or mutilation of messages, errors in transmission, 

loss of privacy and fraudulent change. Protection is provided on the SWIFT 

part of the network i.e between the Regional Processors in sending and 

receiving countries by message numbering, error checking, encryption,control 

of access to message at the Regional Processors and operating centres and by 

log-in procedures. 

Authenticator keys: 

The SWIFT authenticator is an improved and automated version of the telegr

aphic test keys traditionally used for the authentication of, and confirmation 

of amounts in messages between banks. It is automatically calculated 

on the entire message text. This ensures that any change in the message 

text would be detected. 

SWIFT supplies the authenticator algorithm, gives guidelines for 

exchange for authenticator keys and checks that an authenticator result is 

present in the specified categories of messages. But SWIFT is not involved 

in the authentication process between the banks. The sending and the recei

ving bank have to be in tune with respect to the authenticator key. The 

receiving bank terminal checks the autheticator results by using the standard 

algorithm and the authenticator key. The algorithm is incorporated in the 

software of the computer based terminals. The uuthenticator keys agreed with 

correspondent banks are normally stored in the computer file in the terminal. 
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SWIFT has suggested authenticator key exchange procedures and has also 

prescri bed formats for exchanging the keys between the banks. 

SWIFT has defined the responsibility of the sender bank, the recei

ving bank with respect to message control, time, amount of payment 

etc. as well as the responsibility and the liability on the part of SWIFT 

with respect to losses. These are given in detail in the SWIFT user hand

book. 

The responsibility of SWIFT with respect to security of data messages 

is between the Regional Processors. SWIFT does not assume any responsibility 

of the messages between the Regional Processor and the banks. However, 

they have recently come out with a security device which can be conected 

to the SWIFT terminal connections and the bank side as well as on the 

Regional Processor side. This device is called STEN and guarantees 

complete security against the unauthorised use of data transmitted over any 

line, public or private. A pair of STEN units at the two ends of the comm

unication lines between the bank and the SWIFT Regional Processor ensures 

this. STEN uses an exclusive SWIFT encryption process to automatically 

code the transmitted data and decode the receiving data. The encryption 

keys at both the STEN units are changed at random intervals making impos

sible for unauthorised user to decipher the transmitted data. 

Security on 8ANKNET: 

Password protection for preventing unauthorised access at computer 

centres is available as a normal feature in the IBM machines used by 

the Reserve Bank. Data security on the links in the BANKNET can be provi

ded by controlled access at the network interfaces and through data encry

ption units if these are incorporated at the computer/modem interfaces. On

line data encryption for duplex line operation from commercial sources can 

be incorporated. This system uses user -programmed key combination with 10 

variations which is expected to be sufficient for BANKNET use. One 

encryption unit will be needed at input of each line before the modem. 

Alternati vel y, ind igenous1 y custom designed chip encryption can be imple

mented. 
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The packet switching, encoding, scrambling and TDMA schemes used in 

the network provide built in inherent security at data level. The data 

encryption scheme for BANKNET will be exclusi vel y designed and can be 

implemented at software level. 
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CHAPTER 7 

Message Formats 

Message standards are at the core of SWIFT Development of standards 

involves several stages such as identification of business areas to be stand

ardised, detailed analysis (such as identification of parties, deter

mination of what messages need to be exchanged, purpose of the message), 

creating a list of the information, both essential and desirable, which needs 

to be accommodated and expressing in a general structure for identifying 

information. The standards are developed by SWIFT with the participation of 

its members. The process is a lengthy one (Sand ra Bleich, Standards 

Manager of SWIFT says: "it normally takes SWIFT from two to five years to 

complete this process for each business area and after this time span, 

we must still wait for another 18 months before these messages can 

be put on the network. This time is necessary for the member banks to 

prepare their operations and systems for the introduction of the new stand

ards") The objective of standards is to identify the purpose of the message 

being transmitted, and providing the relevant information in a structure 

which the receiver will easily understand; the receiver will be able to 

route an incoming message to the appropriate department/location within 

the bank; once it has arrived there, the information will be clearly located 

for further processing. As the messages are clear, enquiries are minimised. 

Another benefit of standardisation is automation. By developing appropriate 

bank application systems, computerised Ptrocessing of SWIFT messages 

without human intervention is facilitated (eg. posting of accounting entries, 

generating necessary advices and statements from the incoming instructions). 

As the banking industry grows and diversifies, SWIFT reviews the existing 

standards and adds new standards as necessary. Standard message formats 

have been developed by SWIFT to handle the following business areas: 

- customer transfers 

- bank transfers 

- foreign exchange 

- loan and deposit transactions 

- collection of customers 

- documentar y c red its 

- securities 
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- statements of accounts 

- accounting entry confirmations 

- supporting system messages. 

In addition, free format messages are also permitted. 

BANKNET should also use standard message formats. The merit of 

SWIFT message types and standards lies in their acceptability by the 

banking industry as a whole. Banks such as Irwing Trust Co. of U.S.A., 

from day one of their going live on EFT chose to use SWIFT message 

formats even on their domestic network. It would be advantageous for banks 

in India also to adopt SWIFT formats for BANKNET also. 

A small Committee consisting of Shri V.Ananthakrishnan, Chief 

Execut i ve, FEDAI, Shri L. Raghavend ra from Indian Banks' Association, 

Shri N.S.Kulkarni, Ceneral Manager, State Bank of India, Smt.H.S.Palav, 

Asisistant General Manager, Central Bank of India, Shri V.S. Vaidya from 

Bank of India, Shri D.S Angchekar of Reserve Bank of India and Shri S.

Venkateswaran, Di rector, Reserve Bank of India, Management Serv ices Depart

ment, also considered the question of message formats for SWIFT and felt 

that since standard formats have been laid down by the SWIFT, we have no 

option but to accept the same. They also generally felt that it would be 

useful to adapt these formats for domestic network also since such a course 

of action would save considerable labour and time in developing fresh 

formats. 
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CHAPTER 8 

Summary and recommendations 

8.1 Mechanisation and computerisation in a planned manner has been recent 1 y 
started pursuant to the recommendations of Dr. Rangarajan Committee. 

Several branches of banks have been mechanised and a number of mini 

computers have been installed in Zonal/Regional Offices of banks j more 

branches/zonal offices will be mechanised/computerised in the next two 

ye'ars; by then, head offices of banks will have larger computers. Use of 

telecommunications for data transmission and networking of computers is, 

however, practically non existent in Indian banks. 

&.2 Efficient communication facilities would enable banks to move funds 

(their own, customers's etc.) faster and transmit data faster at lesser cost. 

Though the total number of branches of banks is large, about 10,000 

branches located in 100 centres account for 60% and 65% respecti':'ely of the 

total deposits and advances. Connecting these branches with their regional/ 

head offices will go a long way to meet their data tran~mission needs and 

facilitate control and policy formulation based on an efficient management 

information systems. If planned now, it wiiI also facilitate proposed conne

ction of Indian banks to SWIFT. Given the resource constraints in India 

and the need to ensure that the limited national telecommunication resC'urces 

are not pre-empted by individual organisations for developing independent , 
network, a common communication network needs to be planned on a co-

operative basis. 

8."3 The proposed co-operati ve network may be called 'BANKNET I and 

jointly owned by the Reserve Bank of India and public sector banks. The 

private sector and cooperative banks and financial institutions may also 

use the network on terms to be specified by the RBI and the network 

implementing group. 

8.4 The computers available with the RBI at Bombay, Madras, New Delhi 

and Calcutta for cheque processing dliring night time and which are 

at present free during day time may form the basic hub of the network to 

start with. X.25 bJ.sed packet switching network may be commissioned in 

the first phase connecting these 4 nletropolitan centres which would 



be the nodes. The computer systems available in the Head Offices of 

public sector banks located in these four cities could be connected to these 

nodes. In the next phase, communication nodes could be located in 8-10 

banking intensi ve centres, gradually raising the number of centres to about 

100 in about 3 years' time. 

8.5 The electronic private 

be installed by RBI cannot be 

automatic exchange 

effecti vel y utilised 

system 

for the 

proposed to 

data network 

in the first phase and the data operation cannot be integrated with voice. 

It is, therefore, necessary in the first phase to configure a network for 

independent data operation using voice grade lines dedicated for data 

communication only. 

8.6 The network may be implemented in two phases. In the first 

phase, Front End Processors with SNA X.25 protocol are required at 

the 4 nodal centres to connect the computers at RBI centres and to handle 

computer systems of different vendors later on. For linkages with public 

sector banks, separate links are requi red from their head office to 

the nearest RBI centre. The budgetary requirement for the 4 metropolitan 

centres is estimated at Rs. 41,25 lak hs. For inclusion of other stations 

(including stations of public sector banks) the estimated cost for each 

additional station is Rs.2.32 lakhs. The time schedule for implementation 

of this first phase is about 6 months from commencement of work. 

8.7 In the 1990's banks will have a mix of stand alone systems, 

decentralised computers and computerised processing to keep pace with 

their growth; they will need to access SWIFT to enhance their capability 

in international business. The 2nd phase of BANKNET is, therefore, 

intended to provide a wide area communication facilities within the 

country with access to SWIFT. About 10,000 branches spread over 100 

centres in the country account for a major portion of banks' business 

(60% to 65% of deposits/advances) and the proposed network will achieve 

its objectives if it covers about 100 centres. 

8.8 A shared banking network which will be a common carrier for 

information ~xchange of various banks for their internal use as well as 

66 



inter-bank communication is recommended. Though it is a shared network, 

from individual bank's point of view, it will have logical independance 

and for internal purpose the network will be controlled by a bank by its 

software. Voice communication is essentially to be carried through public 

telephone system. 

• 
8.9 The BANKNET could be optimised by -

(1) graded use of satellite, radio, fibre optic and cable links 

(2) network architecture with multiple nodes and a central hub and 
central monitoring and control. 

8.10 BANKNET should have nodes with independent communication processors 

so that communication workload is totally delinked from the banks' computer 

systems. The main network switching will be organised at a central node 

located in the major Earth Station in the satellite network. Micro Earth 

Stations will form other nodes in the network each serving a group of banks 

around them; they will also serve as concentrators. The RBI systems will be 

connected to either the communication processors at 

the packet assembler/de-assembler at the Micro 

the rentral station or 

Earth 

will interface through the Front End processors equipped 

Station. They 

with SNA/X.25 

software. 

8.11 The zonal office/regional office systems of banks will be required to 
\ 

be equipped with X.25 interface. 

8.12 For connecting computers of different makes, the appropriate 

presentation session and transport layer protocols of international Standards 

Organisation will be incorporated. 

8.13 Voice usage in the BANKNET is not favoured as the network overheads 

will increase. 

8.14 INDONET is essentially intended for availing of its computer power 

for information processing and software development; since, in the banking 

environment, RBI and banks have/will have considerable computer power, 

by establishing sui table communication network, available computers may be 
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put to optimal usc. A cooperative network specifically for the banking 

industry has, therefore, been recommended. 

8.15 The cost of the network in the 2nd phase has been estimated at 

Rs.28 crores. 

• 
8.16 The network should be established expeditiously. The network 

has to be viewed as general infrastructure for the banking industry. As the 

investment for such infrastructure will be sizeable and since banks may be 

hard put to commit large funds for developing it, the common infrastructure 

arrangements may be provided by the RBI at its cost and the operating costs 

(including depreciation on the infrastructure) may be borne by participating 

banks. 

8.17 The 

4 computer 

SWIFT also. 

Department in the Reseve 

centres may look after the 

Bank of 

functions 

Ind ia looking after the 

relating to BANKNET and 

8.18 A Committee 

Governor of Reserve 

India (Ministry of 

of Direction under the 

Bank of India, members 

Finance- Department of 

chairmanship 

rep resent i ng 

Banking, and 

of a Deputy 

Governement of 

Department of 

E~onomic Affai rs-Department of Electronics; Department of Telecommunications, 

Department of Space and Ministry of Home Affairs-Cypher Bureau), the 

Ind ian Banks I Association, Foreign Exchange Dealer s I Association of India, a 

few b?nks and financial institutions may be set up by the Reserve Bank of 

India to launch the project and to review periodically the progress of 

impiementation of BANKNET /SWIFT project and give guidelines in regard to 

course of implementation. 

8.19 The development and implementation of the network, require consid

erable technical knowledge and skill. The Reserve Bank of India may select 

a suitable agency, for this purpose, in consultation with the Department of 

Electronics and the Department of Telecommunications. It is possible 

to realise the first phase of the BANKNET in 6 months and the second phase 

in about 3 years. 
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8.20 SWIFT provides a fast, secure and reliable method for international 

banking community to communicate with each other in a standard way. 

The system is operated and administered by SWIFT SC, a co-operati.ve 

non-profit making organisation established under Belgian 1~1',1,' with head

quarters at Brussels. 

8.21 The communication services provided by SWIFT are designed to 

replace mail , cable and telex as the means of communication for international 

banking messages. 

8.22 Banks can connect through computer based terminals (CBT) to 

the SWIFT Regional Processor 

three systems (viz.ST 200,ST 

services (STS), a subsidiary 

to be located at Bombay through any of the 

400 or ST 500) supplied by SWIFT Terminal 

of SWIFT. These three types of systems 

vary from one another in terms of their capacity and sophistication. 

8.23 Many of the larger banks abroad have developed in-house solutions on 

their own respective hardware (IBM, Burroughs, UNISYS, DEC, ICL etc. )for 

connecting to SWIFT. Some of these vendors as well as independent software 

houses are also providing hardware and software solutions for connecting to 

SWIFT. 

8.24 After Government of India approve the proposal of SWIFT to establish 

its Regional Processor at Bombay,banks'in India will join SWIFT as 

members. Depending on the volume of message traffic, banks may choose 

ST 200 or ST 400 system offered by STS. None of the India:1 banks may need 

ST 500 system. It is possible for a number of banks to share the same 

ST 400 system and by running multiple copies of software on the system, 

each copy supporting terminals of a given bank, security considerations of 

banks can be better taken care of. This possibility should be explored 

in detail by discussion with SWIFT authorities. 

8.25 An outstation branch doing foreign exchange business can directly 

connect to SWIFT Regional Processor at Bombay. In such a case, massive 

training of the operators at all such branches will be requi red and may 

pose a problem. Many large banks in the West have encouraged smaller 

69 



international business branches to send the messages in free format to 

the Head Office, where trained operators enter them in SWIFT formats for 

transmission purposes. Similar system is recommended for Indian banks 

in the initial stages. 

8.26 Banks in India should not use SWIFT for message transmission 

within India. 

8.27 SWIFT aims at protecting the network between the Regional Processors 

in the sending and receiving countries by message numbering and checking, 

encr yption, cent rol of access to message at Regional Processors/ Operating 

Centres and by log-in procedures. SWIFT also suggest authentication

key exchange procedures. Use of STEN, a security device recently brought 

out by SWIFT, guarantees complete security against unauthorised use 

:)f data transmitted over any line, public or private. 

8.28 Password protection for preventing unauthorised access at computer 

centres is available in the IBM machines used by the RBI. Packet switching, 

encoding, scrambling and TDMA schemes used in the network provide built in 

in-house security at data level. 

8.29 Message standards are at the core of SWIFT. Standard message 

for:nats have been developed by SWIFT to handle customer transfers, bank 

transfers, foreign exchange, collection documentary credit, securities, 

ment, accounting entry confirmations and supporting system messages. 

state-

8.30 BANKf\:ET also should use message formats and it would be advant-

ageous for our banks to adapt SWIFT formats for BANKNET also. 

8.31 A suggested action plan for the next six months is given below: 

Action plan: 

BANKNET-PHASE I: 

RBI To set up a Committee of Direction to guide and direct the 
implementation of BANKNET 

To seek approval of D.O.T. in principle for the proposed 
I3ANKNET 
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Banks: 

To place indent with Satellite Coordination Committee for satellite 
channels for the network. 

To procure/develop and install hardware/software for the basic -
hub of the network 

To select a sui table agency for the development and implement
ation of the network 

To secure and commission data circuits from the D.O. T. 
for the basic hub connecting Bombay, New Delhi, Calcutta, 
Madras and Nagpur 

To identify the centres (about 100) to be connected to the 
network 

To finalise the principles for charging the banks for the 
use of the network 

To identify H.O./M.O.s which would communicate with RBI offices 
for E. F. T. etc. 

To identify applications for which the network wouLd be 
used in the first phase 

Pend ing installation of mainframe, to decide on P. C. /mini-
computer connection with the network 

To arrange for site preparation, acquisition of P.C. etc. if 
new facility is to be created 

To identify and train personnel for this new item of work 
(To decide on the mainframe computer to be acquired for H .Os). 

Note: The aforesaid activities of individual banks may be coordinated 
by the Indian Banks' Assoc\iation/Foreign Exchange Dealers' 
Association of India. 

Government Departments 

Action 

To aprove the network for the banking industry 

To allot and commission data ci rcuits for the network 

D.O.T., D.O.E., Department of Banking, Department of Economic 
Affairs and Cypher Bureau representatives to serve the Committee 
of Direction to be appointed by the RBI. 

To give approvals for import of equipment 

Plan for BANKNET PHASE 2 

To be drawn up by the 
Commi ttee within 3 months 

RBI on the ad v ice of the Technical 
of starting the first phase 
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Action plan for SWIFT connection 

RBI To secure the approval of Government of India for SWIFT 
Regional Processor to be set up in India 

To advise banks regarding payment of membership fees to 
SWIFT 

To discuss 
of banks to 
tpis regard. 

with SWIFT, the joint connection by a group 
SWIFT Regional Processor and advise banks in 

To identify site for location of Regional Processor 

To arrange for training of Personnel 

IBA/Banks 

To identify branches to be connected to Regional Processor 

To plan for communication of messages from other branches 
to SWIFT through branch identified as above 

To train personnel in the operation of terminals and use 
of standard formats. 
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CHAPTER 8 

Summary and recommendations 

8.1 Mechanisation and computerisation in a planned manner has been recently 

started pursuant to the recommendations of Dr. Rangarajan Committee. 

Several branches of banks have been mechanised and a number of mini 

computers have been installed in Zonal/Regional Offices of banks j more 

branches/zonal offices will be mechanised/computerised in the next two 

ye'ars j by then, head offices of banks will have larger computers. Use of 

telecommunications for data transmission and networking of computers is, 

however, practically non existent in Indian banks. 

&.2 Efficient communication facilities would enable banks to move funds 

(their own, customers's etc.) faster and transmit data faster at lesser cost. 

Though the total number of branches of banks is large, about 10,000 

branches located in 100 centres account for 60% and 65% respectively of the 

total deposits and ad vances. Connecting these branchE's with thei r regional/ 

head offices will go a long way to meet their data transmission needs and 

facilitate control and policy formulation based on an efficient management 

information systems. If planned now, it will also facilitate proposed conne

ction of Indian banks to SWIFT. Given the resource constraints in India 

and the need to ensure that the limited national telecommunication resC'urces 

are not pre-empted 

network, a common 

operati ve basis. 

by individual 

communication 

organi~ations for 

network needs to 

developing independent 

be planned on a co-

8.3 The proposed co-operative network may be called 'BANKNET' and 

jointly owned by the Reserve Bank of· India and public sector banks. The 

private sector and cooperative banks and financial institutions may also 

use the network on terms to be specified by the RBI and the network 

implementing group. 

8.4 The computers available with the RBI at Bombay, Madras, New Delhi 

and Calcutta for cheque processing during nigbt time and which are 

at present free during day time may form the basic hub of the network to 

start with. X.25 based packet switching network may be commissioned in 

the first phase connecting these 4 nletropolitan centres which would 
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be the nodes. The computer systems available in the Head Offices of 

public sector banks located in these four cities could be connected to these 

nodes. In the next phase, communication nodes could be located in 8-10 

banking intensi ve centres, gradual 1 y raising the number of centres to about 

100 in about 3 years' time. 

8.5 The electronic private automatic exchange system proposed to 

be installed by RBI cannot be effectively utilised for the data network 

in the first phase and the data operation cannot be integrated with voice. 

It is, therefore, necessary 

independent data operation 

communication onl y. 

in the first phase to configure a network for 

using voice grade lines dedicated for data 

8.6 The network may be implemented in two phases. In the first 

phase, Front End Processors with SNA X.25 protocol are required at 

the 4 nodal centres to connect the computers at RBI centres and to handle 

computer systems of different vendors later on. For linkages with public 

sector banks, separate links are requi red from their head office to 

the nearest RBI centre. The budgetary requirement for the 4 metropolitan 

centres is estimated at Rs.41.25 lakhs. For inclusion o~ other stations 

(including stations of public sector banks) the estimated cost for each 

additional station is Rs.2.32 lakhs. The time schedule for implementation 

of this first phase is about 6 months from commencement of work. 

8.7 In the 1990's banks will have a mix of stand alone systems, 

decentralised computers and computerised processing to keep pace with 

their growth; they will need to access SWIFT to enhance their capability 

in international business. The 2nd phase of BANKNET is, therefore, 

intended to provide a wide area communication facilities within the 

country with access to SWIFT. About 

centres in the country account for a 

(60% to 65% of deposits/advances) and 

10,000 branches spread over 100 

major portion of banks' business 

the proposed network will achieve 

its objectives if it covers about 100 centres. 

8.8 A shared banking network which will be a common carrier for 

information exchange of var ious banks for thei r internal use as well as 
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inter-bank communication is recommended. Though it is a shared network, 

from individual bank's point of view, it will have logical independance 

and for internal purpose the network will be controlled by a bank by its 

software. Voice communication is essentially to be carried through public 

telephone system. 

8.9 The BANKNET could be optimised by -

(I) graded use of satellite, radio, fibre optic and cable links 

(2) network architecture with multiple nodes and a central hub and 
central monitoring and control. 

8.10 BANKNET should have nodes with independent communication processors 

so that communication workload is totally delinked from the banks' computer 

systems. The main network switching will be organised at a central node 

located in the major Earth Station in the satellite network. Micro Earth 

Stations wj 11 form other nodes in the network each serving a group of banks 

around them; they will also serve as concentrators. The RBI systems will be 

connected to either the communication processors at the central station or 

the packet assembler/de-assembler at t he Micro Earth Station. They 

will interface through the Front End processors equipped with SN,A,/X.25 

software. 

8.11 The zonal office/regional office systems of banks will be required to 
t 

be equipped with X.25 interface. 

8.12 For connecting computers of different makes, the appropriate 

presentation session and transport layer protocols of international Standards 

Organisation will be incorporated. 

8.13 Voice usage in the BANKNET Is not favoured as the network overheads 

will increase. 

8.14 INDONET Is essentia11 y intended for availing of its computer power 

for information processing and software development; since, in the banking 

environment, RRJ and banks have/will have considerable computer power, 

by establishing suitahle communication network, available computers may be 
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put to optimal us~. A cooperative network specifically for the banking 

industry has, therefore, been recommended. 

8.15 The cost of the network in the 2nd phase has been estimated at 

Rs.28 crores. 

8.16 The network should be established expeditiously. The network 

has to be viewed as general infrastructure for the banking industry. As the 

investment for such infrastructure will be sizeable and since banks may be 

hard put to commit large funds for developing it, the common infrastructure 

arrangements may be provided by the RBI at its cost and the operating costs 

(including depreciation on the infrastructure) may be borne by participating 

bar.tks. 

8.17 The 

4 computer 

SWIFT also. 

Department in the Reseve 

centres may look after the 

Bank of 

functions 

India looking after the 

relating to BANKNET and 

8.18 A Committee of Direction under the chairmanship of a Deputy 

Governor of Reserve 

India (Ministry of 

Bank of 

Finance-

India, members 

Department of 

representing 

Banking, and 

Governement of 

Department of 

E.:onomic Affairs-Department of Electronics; Department of Telecommunications, 

Department of Space and Ministry of Home Affairs-Cypher Bureau), the 

Indian Banks' Association, Foreign Exchange Dealers' Association of India, a 

few b?nks and financial institutions may be set up by the Reserve Bank of 

India to launch the project and to review periodically the progress of 

impiementation of BANKNET /SWIFT project and give guidelines in regard to 

course of implementation. 

8.19 The development and implementation of the network, require consid

erable technical knowledge and skill. The Reserve Bank of India may select 

a suitable agency, for this purpose, in consultation with the Department of 

Electronics and the Department of Telecommunications. 1 t is possible 

to realise the first phase of the BANKNET in 6 months and the second phase 

in about 3 years. 
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8.20 SWIFT provides a fast, secure and reliable method for international 

banking community to communicate with each other in a standard way. 

The system is operated and administered by SWIFT SC, a co-operative 

non-profit making organisation established under Belgian law with head

quarters at Brussels. 

8.21 The communication services provided by SWIFT are designed to 

replace mail , cable and telex as the means of communication for international 

banking messages. 

8.22 Banks can connect through computer based terminals (CBT) to 

the SWIFT Regional Processor to be located at Bombay through any of the 

three systems (viz.ST 200,ST 400 or ST 500) supplied by SWIFT Terminal 

services (STS), a subsidiary of SWIFT. These three types of systems 

vary from one another in terms of their capacity and sophistication. 

8.23 Many of the larger banks abroad have developed in-house solutions on 

their own respective hardware (IBM, Burroughs, UNISYS, DEC, ICL etc. )for 

connecting to SWIFT. Some of these vendors as well as independent software 

houses are also providing hardware and software solutions for connecting to 

SWIFT. 

8.24 After Government of India approve the proposal of SWIFT to establish 

its Regional Processor at Bombay, banks <.in India will join SWIFT as 

members. Depending on the volume of message traffic, banks may choose 

ST 200 or ST 400 system offered by STS. None of the India:1 banks may need 

ST 500 system. It is possible for a number of banks to share the same 

ST 400 system and by running multiple copies of software on the system, 

each copy supporting terminals of a gi ven bank, security considerations of 

banks can be better taken care of. This possibility should be explored 

in detail by discussion with SWIFT authorities. 

8.25 An outstation branch doing foreign exchange business can directly 

connect to SWIFT Regional Processor at Bombay. In such a case, massive 

training of the operators at all such branches will be requi red and may 

pose a problem. Many large banks in the West have encouraged smaller 
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international business branches to send the messages in free format to 

the Head Office, where trained operators enter them in SWIFT formats for 

transmission purposes. Similar system is recommended for Indian banks 

in the initial stages. 

8.26 Banks in India should not use SWIFT for message transmission 

within India. 

8.27 SWIFT aims at protecting the network between the Regional Processors 

in the sending and receiving countries by message numbering and checking, 

encr y ption, control of access to message at Regional Processors/ Operating 

Centres and by log-in procedures. SWIFT also suggest authentication

key exchange procedures. Use of STEN, a security device recently brought 

out by SWIFT, guarantees complete security against unauthorised use 

of data transmitted over any line,public or private. 

8.28 Password protection for preventing unauthorised access at computer 

centres is available in the IBM machines used by the RBI. Packet switching, 

encoding, scrambling and TDMA schemes used in the network provide built in 

in-house security at data level. 

8.29 Message standards are 

for;nats have been developed 

at the core of SWIFT. Standard message 

by SWIFT to handle custolll€r transfers, bank 

transfers, foreign exchange, collection documentary credit, securities, 

ment, accounting entry confirmations and supporting system messages. 

state-

8.30 BANKNET also should use message formats and it would be advant-

ageous for our banks to adapt SWIFT formats for BANKNET also. 

8.31 A suggested action plan for the next six months is given below: 

Action plan: 

BANKNET-PHASE I: 

RBI 10 set up a Committee of Di rection to guide and di rect the 
implementation of BANKNET 

To seek approval of D.O. T. in principle for the proposed 
5ANKNET 
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Banks: 

To place indent with Satellite Coordination Committee for satellite 
channels for the network. 

To procure/develop and install hardware/software for the basic -
hub of the network 

To select a suitable agency for the development and implement
ation of the network 

To secure and commiision data circuits 
for the basic hub connecting Bombay, New 
Madras and Nagpur 

from the 
Delhi, 

D.O. T. 
Calcutta, 

To identify the centres (about 100) to be connected to the 
network 

To finalise the principles for charging the banks for the 
use of the network 

To identify H.O. /M.O. s which would communicate with RBI offices 
for E. F. T . etc. 

To identify applications for which the network would be 
used in the first phase 

Pend ing installation of mainframe, to decide on P. C. /mini-
computer connection with the network 

To arrange for site preparation, acquisition of P.C. etc. if 
new facility is to be created 

To identify and train personnel for this new item of work 
(To decide on the mainframe computer to be acquired for H .Os). 

Note: The aforesaid activities of individual banks may be coordinated 
by the Indian Banks I Association/Foreign Exchange Dealers I 
Association of India. 

Government Departments 

To aprove the network for the banking industry 

To allot and commission data circuits for the network 

D.O.T., D.O.E., Department of Banking, Department of Economic 
Affairs and Cypher Bureau representatives to serve the Committee 
of Direction to be appointed by the RBI. 

To give approvals for import of equipment 

Action Plan for BANKNET PHASE 2 

To be drawn up by the RBI on the advice of the Technical 
Committee within 3 months of starting the first phase 
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Action plan for SWIFT connection 

RBI 

JBA/Banks 

To secure the approval of Government of India for SWIFT 
Regional Processor to be set up in India 

To advise banks regarding payment of membership fees to 
SWIFT 

To discuss with SWIFT, the joint connection by 
of banks to SWIFT Regional Processor and advise 
tpis regard. 

To identify site for location of Regional Processor 

TO arrange for training of Personnel 

a group 
banks in 

To identify branches to be connected to Regional Processor 

To plan f0r communication of messages from other branches 
to SWIFT l'1rough branch identified as above 

To train personnel in the operation of terminals and use 
of standard formats. 
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CLEARING HOUSE INTERBANK 
PAYMENT SYSTEM (CHIPS) AND 

AUTOMATED CLEARING HOUSE (ACH) 

1. CLEARING HOUSE INTERBANK PAYMENT SYSTEM 

ANNEXURE - 1 

The Clearing House Interbank Payment System run by New York 
Clearing House Association has a unique place in Electronic Fund Transfer 
(EFT) systems among all the financial institutions throughout the world. 
It was created in 1970 as an electronic al ternati ve to paper, substantially 
eliminating the use of cheques for the movement of payments from one bank 
to another. It conveys and settles these payments with great economy of time 
and labour. Credits initiated by a bank in New York city are paid 
into the accounts of the other banks' branches in New York at the end of 
the day. The net transfer of funds from a bank to another are paid through 
FEDWIRE by appropriately updating the accounts of banks maintained with 
the Federal Reserve of New York. Mostly international fund transfer 
advices go through CHIPS. This is because of the fact that most of the 
international trade is in US dollars. The domestic EFT also takes place on 
CHIPS but is relatively very small compared to the international payments. 
It is estimated that 9096 of all dollar payments internationally are transmitted 
through CHIPS. 

On a average CHIPS handles 1,55,000 transactions per day with 
peaks of 2,15,000 transactions per day on the fi rst working day following a 
long week end. On such days, the money transfer through CHIPS is of the 
order of $850 billion whereas the average is around $500-600 billion every 
day. Average payment per transaction involves about $4 million. 

CHIPS is owned and operated by the New York clearing House 
Association whose members are the 12 New York money centre banks. Over 80 
New York branches or agencies of foreign banks and several dozen domestic 
banks' subsidiaries engaged in internatiol1al business also use the services 
of CHIPS through these 12 banks. At present 139 banks are connected 
to the CHIPS system. 

The financial transactions 
as the vehicle to transfer and 
domestic business include: 

in respect of which 
settle US dollars for 

Foreign and domestic trade services 

- letters of credit 
- collections 
- reimbursement 

International loans 

- placements 
- interest disbursements 

Syndicated loans 

- assembly 
- disbursements 
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Foreign Exchange sales and purchases 
- spot market 
- currency futures 
- interest and currency swaps 

Eurodollar placements 

Sale of short term funds 

Fund movement and concentration 

Euro securities settlements 

CHIPS network is organised around B 7800 computer system (which is 
now being replaced by A 15 system from UNISYS). All the 139 banks 
are connected to the system in the form of a Star Network. The system 
p rov ided about 500 ports for communication lines. Each bank has a minimum 
of two lines for complete redundancy to ensure uninterrupted transmission 
of transactions to the CHIPS system. Every participating bank must have an 
office in New York city in order to get connected to the CHIPS. Every 
participating bank has primary and backup computer systems, once again 
to ensure the connection to CHIPS at all times. The communication lines are 
in the form of leased telephone lines which operate at speeds varying 
from 2400 BPS to 1,92,000 BPS depending upon the traffic volumes of 
the banks. The banks' computers are connected through Modems over 
these communication lines. For complete safety of the data and to prevent 
any kinds of frauds, encryption and authentication devices are used at either 
side. The system at the main CHIPS site has an absolutely fault tolerant 
configuration in the sense that all devices and live databases are duplicated 
Transactions are all stored on magnetic tapes in the form of audit trails. In 
add i tion, one computer system identical in configuration and size is operat
ional at a site other than the main CHIPS office to p rov ide for emergency 
support in the event of any major disaster in the main building. The 
system has been operational for over 17 years now without any major tech
nical problem. Burroughs Network Architecture (BNA) protocol is used 
in the CHIPS network. This is a bisync protocol. 

The banks connected to CHIPS are in turn connected to SWIFT Network 
The messages received over SWIFT in the banks' New York office, from 
their correspondent banks are converted to the CHIPS formats and transmi
tted for payment settlements over CHIPS. Historically, CHIPS came into 
existence much before SWIFT was launched. The formats used by CHIPS are 
very different from those of swu·r. The former have limitations. Improve
ments are currentl y underway. 

2. AUTOMATED CLEARING HOUSE (ACH) 

New York Automated Clearing House (NYACH) became operational in 
1975. It processes payments throughout the day and night CHIPS and NYACH 
handle payments over and above those processed by the Clearing House 
in the form of 50 million cheques every day with a value in excess of $20 
billion. The NYACH was developed for electronic transfer of payments among 
financial institutions in New York, New Jersey, Puerto Rico and the 
Virginia Islands. It subsequently became part of a national network linked by 
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the Federal Reserve System. It processes payments which are submitted by 
large companies in the form of magnetic tapes for effecting transfer to the 
payees listed in the tape. The US Govt. is one of the major user of 
the ACH, using it for all the federal recurring payments. These payments 
relate to social security and other social welfare schemes. 

The total number of participants in the Federal ACH system is 24000 
wi th an average dail y volume of $1.5 million. This results in sav ings of 
paper processing relating to all such payments. 

The number of commercial participants in the country wide ACH 
is 16500. The daily average volume handled is $1.7 million. Typically large 
corporations give salaries to their employees directly into their banks 
through the mag tapes submitted to CHIPS instead of writing cheques to all 
of them every month. The ACH mostly handles relatively small payments 
compared to those handled on the CHIPS. 
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ANNEXURE-2 

CLEARING HOUSE AUTOMATED PAYMENT SYSTEM (CHAPS) 

The Clearing House Automated Payment System (CHAPS) in the U. K was 
c.)nceived in 1978 for the transmission of high value, guaranteed sterling 
payments and settlements. It was proposed that CHAPS would operate in a 
similar manner to SWIFT in that a central computer system would be set up 
at the Bankers Automated Clearing Services Centre. The large clearing 
banks/settlements banks were to connect to these central system. However, in 
the wake of new technology the centralised concept was discarded. Instead, 
front-end processors of the same make and brand were installed in each of 
the settlements banks in 1980 for communicating with one another by means 
of new British Telecom network called Packet Switched Stream (PSS) . 
The frond-end processor would thus work as a gateway between CHAPS 
and the existing systems of the respective banks. Tandem mini computer 
was chosen as the front-end processor and the British software house 
Logic designed and built the gateway software. Tandem is a non-stop machine 
with meantime between failure being of the order of several years. 
The CHAP System commenced live operation in February, 1984. 

CHAPS network protects the high value payments and the messages 
passing over it through adequate secur i ty measures. All lines between the 
various gateways and PSS are equipped with encryption devices which 
scramble .he data to ensure the secrecy of the messages. In add ition to 
encryption of payments, me5sages are authenticated before transmission and 
de-authenticated when they reach their destination. This ensures that sensi
tive files within the fields cannot be altered between the source and the 
destination. Tamper resistance devices were specifically developed for 
the CHAPS system. 

The smaller banks also participate for transmitting payments 
over CHAPS. In order to do so, they have to become partici pants of one of 
the settlement banks. They can become branch participants, terminal parti
cipants or SWIFT participants. Alternati vely, they can have multi access 
facility of terminals, over SWIFT. The terminal participants are able to 
connect directly to the system through terminals in their own premises. 
SWIFT participants may send and receive their payments via an existing 
SWIFT connection. The SWIFT system then routes these instructions directly 
to the' settlement banks of the CHAPS system. An average of 9,000 
payments representing a value of 9 billion pounds passes through the central 
system every day. During 1986 a total of 3.16 million messages were 
processed over CHAPS. 
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ANNEXURE-J 

FEDWIRE 

There are 12 federal banks in the USA. Each of these banks 
controls the commercial banks in its region. All the 12 banks put together 
constitute the federal reserve system in the US. On a regional basis the 
funds are transferred from one bank to another through one of the FRBs. On 
an inter-regional basis the funds transfer takes place through the Funds 
Transfer Serv ice-FEDWIRE, which is a computer network connecting all 
the 12 FRBs in the country. The total participating banks in the FEDWIRE 
system are 9,700 whereas corresponding number for FRB New York is 640 
banks. The on-line participants in the total system are 6,700 of which 
250 large banks have computer-to-computer connections, while another 1450 
are using leased lines terminals only. The remaining 5000 banks use 
dial-up terminal to transmit payment whenever need arises. Approximately 
99% of the transactions take place on line on the FEDWIRE. A total of 
2,00,000 trarlsactions with an average value per transaction of $2.7 million 
are handled on FEDWlRE. The average value per day works out to about $540 
billion. Every bank pays a connection fee of $60 per month to the FEDWIRE. 
In addition, for every transaction it has to pay a fee of 50 cents. 

The FEDWIRE is an X.25 protocol based packet switched network. 
All the 12 systems which are IBM 3081 machines are connected in the form 
of a network using high speed synchronous communication lines. Each 
fed bank is connected to 5-6 other fed banks to provide for a large number 
of paths for transmission of messages. Each of the FRB system is in 
turn connected to the local EFT network of that city or region. For example, 
CHIPS is connected to the FRBNY system. Stringent security machanisms 
including encryption and authentication are in force 10 prevent any fraudulent 
acti v i ty over the EFT network. The typical terminal configuration in a bank 
includes an IBM PC/AT with 640 KB memory, monochrome monitor, 30 
MB har.d disk, upto three printers, paradyne modem (2400 bps) DOS 
3. I, printers spooler and Jones futurex (Communication, encryption board). 
The FEDWIRE system is older than that of CHtpS. It has been around since 
1956. It uses only free formats for sending messages. There are, therefore, 
different message formats being used by SWIFT, CHI PS, FEDWIRE for the EFT. 
Since EFT is fully automated system across these networks, the appropriate 
format conversion from one network to another (e.g.SWIFT to CHIPS) 
takes place in the payments system software packages implemented in 
the banks' computer systems. 

The FEDWIRE also provides securities transfer service on a regional 
basis through its regional systems, as well as national transfer service 
through the FEDWIRE system. About 2400 participants use the FEDWIRE 
National system with about 1000 of them being on-line participants. About 
98% of the transactions are on-line. On an average about 40,000 security 
transfers take place every day over the FEDWIRE, with an average 
value per transfer being $7.5 million. 
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ANNEXURE-4 

IRVING TRUST COMPANY (ITC) 

This is one of the first companies which went live on SWIFT 
on the first day of its operation. The mainframe used for connecting to 
SWIFT is VAX 8600 system. The entire software has been developed 
inhouse by Irving Trust. An average of 15,000 transaction are handled 
through SWIFT everyday which included 8,000 incoming and 7,000 outgoing 
messages. 60% of these messages relate to payments and enqUlrIeS, 15% 
are foreign exchange message,15% are statements of accounts, and 7% relate to 
letters of creditlreimbursement. The VAX 8600 system is connected to 
two Regional Processors of SWIFT in Culpepper, Virginia with an alternative 
line to the SWIFT RP in Piscataway. New Jersey. Both the links are 
4800 BPS, bisync protocol, protocol level acknowledge (DEC/VAX 8600) 
with ISN/OSM check. In addition, there i_s a dial-up pilot backup line path 
to primary and secondary locations. ITC is expected to connect to SWIFT-II 
based on X.25 protocol as soon as SWIFT-II is made operational. 

A number of application software package developed inhouse by 
Irving Trust are operational on its VAX 8600 system for handling the SWIFT 
incoming and outgoing messages automatically. These include the funds 
control system, the foreign exchange system, letter of credit system etc. All 
these applications run on the IBM 3084 system. The communication protocols 
and the message systems -architecture are developed on the VAX 8600. 

The ITC also has an international communicatiol'! network of its 
own. However, unlike the MHT, each of the international offices of ITC 
has a direct connection to the SWIFT Regiona~ Processor located in that 
country. For example, the IBM 4361 located in the London branch uses 
the DMNL software (the equivalent of ST 400 software for connecting 
to SWIFT supplied by IBM) is connected directly to the SWIFT Regional 
Processor located in London. Similarl y, the S 36 located in the Hong 
Kong branch using the ST 200 is connected directly through the Regional 
Processor located there. The representative offices located in cities 
such as Beirut and Bombay are routed through the nearest international 
branch. 

In order to take advantage of the SWIFT standard message formats 
and not develop something of their own, the Irving Trust decided from day 
one, to use the SWIFT message formats for its internal communications 
as well. They claim to have greatly benefitted from the standardisation 
based on SWIFT formats. The domestic network uses leased lines and X. 25 
based TELENET for connecting its branches to the Head Office. The 
communication protocols handled by VAX 8600 system include not only 
the SWIFT but also X.25 protocols for TYMNET, telex network etc. This 
allows the Irving Trust talk to large number of other networks. 
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ANNEXURE-5 

MANUFACTURERS HANOVER TRUST (MHT) 

MHT has an international private communication network of ib own, linking 
all its branches throughout the world. It is a packet switcherj network using 
X.35 protocol. A large number of communication nodes including 10 nos. in 
New York city and those at Los Angeles, Chicago, London, Frank Furt, 
Hong Kong, Singapore etc, form the basic packet switched communication 
grid. Each of these nodes is connected to more than 2 or 3 other nodes 
to provide for alternate communication paths. The network is called 
GEONET. 

The terminals located in branches are connected to one of these nodes 
through appropriate concentrators or mIni computers. Virtually, every 
kind of machine is in a position in the branches using different protocols 
such as Async, Bisync, etc. The concentrators in the branches have 
necessary software to convert these into X. 25 and put the messages 
on the network through the nearest node. 

Specialised application software is mounted on different computer 
systems located in the Head office at New York. These mainframe systems 
are connected to the packet network. Messagesltransactions originating from a 
branch are routed to the specific computer system from the GEONET. For 
example, one mainframe in New York city handles only the SWIFT connection. 
All SWIFT applications from any terminal of any branch located in the 
USA or any other part of the world is routed to this mainframe via the 
GEONET. It is through this processor in New York that the message 
is then transmitted to SWIFT network. In view of the different time 
zones throughout the world, the hardware is optimally used throughout 
24 hours. 
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ANNEXURE-6 

MIDLAND BAN K 

MIDLAND bank has established an integrated data and voice communi
cation network called MIDNET. It is one of the fully automated banks with 
all the branches connected on-line and with the facility of providing 
customer, detailed information about his accounts held in one branch from 
any other branch in the country. Over 2100 branches/retail outlets are 
connected via 150 communication lines, each of which may support 12 
branches or more. 

MIDNET is a packet switched network using X.25 protocol. There 
are 9 communication nodes which are TELENET nodes (Model TP 4000 
prov idcd by placci company of UK. British Telecome packet switched 
ne1 w )r K also uses TP 4000 as the basic communication nodes for their 
PS~;). Branches are connected via dedicated lines to concentrators located 
in the cities. There are about 70 concentrators located throughout UK which 
are in turn connected to one of the nine communication nodes. Each conce
ntrator is connected to two nodes for providing a backup path in the 
case of failure of O:1t. The nine communication nodes are connected through 
high speed trunks at 2 MB per second. This is called the Maga Stream Data 
Network. Concentrator to node lines speed is 9600 BPS whereas the branches 
are connected to concentrators using 2400 BPS lines. All these are leased 
lines. In the case of 4 major communication nodes, EPABXs are connected 
to them which take care of the integrated voice and data communication. 
The branches connected to these nodes can transmi t voice also over the 
pri vate MIDNET. 

Burroughs and IBM computer systems are used for on-line banking 
and information systems in the MIDLAND Bank. Different branches can 
have a variety of equipment and yet communicate over the X. 25 network. 
This is possible through the Network Access Concentrator located in every 
branch. The terminals are connected to the NAC.X.25, Async, bisync 
terminals etc., include PCs, IBM 3270, ATM,SWIFT terminals etc. 

MIDNET also communicates to other X.25 networks in Canada, U.S.A. 
etc. using the X.75 protocols. 
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ANNEXURE-7 

NATIONAL WESTMINISTER (NAT'fIEST) 

NATWEST is currently implementing a new digital intc?F;rated network. 
This network would support voice and data communication with full security 
alarms. Network is based around 16 communication nodes located throughout 
UK out of which 13 are connected by trunk lines operating at 2 Mega bits 
per second. The remaIning three are connected over 64 KB circuits. 
The network uses X.25 protocol. 

The branch interface equipment with specially commissioned software 
on an intelligent distributed processor is the key element in allowing 
two way interface between the network and the variety of terminals in the 
branch such as ATMs, key board screens, backup terminals, cashier 
terminals/dispensers, printers etc. It also has the capacity to support non
intelligent devices within the branches. 

For high reliability of the network the contingency plans in the 
network include: 

(1) Reserve CPUs and support routes to the communication nodes. 

(2) Alternative routes over the trunk network. 

(3) Larger branches with dual systems and separate route connections to 
two switching centres. 

(4) All connected branches have links to the public switched network 
which could in an emergency, enable them to access from an alter
native switched centre. 

SWIFT traffic is handled through a B 1955 machine connected 
to the network. Ap p roximatel y 22,000 messages are handled everyday. The 
overseas branches of NATWEST are connected directly through appropriate 
SWIFT terminal equipment to the Regional Processor located in those 
countries. 
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ANNEXURE-8 

8ANKERS AUTOMATED CLEARING SERVICES (8ACS) 

The Bankers Automated Clearing Services (BACS) is also a means 
of moving out of paper into automated payments and collection. The company 
is jointly owned by all the 12 High Street Banks located in London. 
It uses 4 major computer systems and provides a high level of security 
and reliability in the payments system. The transfer of funds between 
accounts held in the UK banking system are possible though BACS. More 
than 30,000 users, including most of the major corporation submit credits, 
standing orders, direct debits, directly into BACS either as transmission, 
on tape, cassette or floppy disk. More than 82 million entries, valued 
at about 29 billion pounds are handled through BACS every month. 
The certain1 y of payment provided by automated money transmission 
brings savings in the form of cash flow, reduced processing costs and faster 
transfer of fund s. 

Examples of the works hand led by BACS are: 

1. Standing Order$: 

All interbank standing orders are processed by BACS .Input on 
rnagentic tapes are sorted and merged into bank output. files which 
can be fed directly into the computer system without any manual intervention 

2. Salaries and Wages payment: 

Over 75% of all salar ies pai d 
ees I accounts through BACS each 
wages are also processed thorugh 
process. 

3. Direct debits: 

in the UK are credited to the employ
month. Over I million weekly paid 
BACS. No vouchers are used in the 

More than 70% of all life insurance premiums are collected using 
this method. Tapes containing direct debits are submitted to BACS who then 
sort and merge into bank sequence and return magnetic tape output to 
the banks for posting to the appropriate payees I accounts. 
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